Ha nytum
K 100% reHepauuun koga \




Developer-first nnatpopma c Al, )
AOCTYyrNHaaA B obnake

- GETVERSE

A




NPABWIO BE30MACHOW TABAHW (SAFE HARBOR)

JTOo 0b6A3aTeNibHbIN WPUANYECKU Chaing.

Bcé COAepXMMOe 3TOro AokKjlaga MOXeT bbiTb XYOOXECTBEHHbIM BbIMbICZIOM WK HEI'IpaB,D,OI‘/JI. [loaToMmy,
HYXHO OYyMaTb CBOEI roJsIoBON N He BEPUTb AOKMNaA4YMKY Ha CJi0OBO.

Ecnu Bbl NMbiTaeTecb BHEAPUTb PelWeHWd W 3HaAHWA, MNOoNYYeHHble M3 3TOoro Aoknaga, BaM CTOUT
HaHATb npodeccuoHanoB. OHM pacCKaxyT, 4YTO CTOUT MCMNONb30BaTb, a 4YTO — HeT.



2025 rop. Uwndpsoi.

$202B — uHBecTuumm B AI 3a rog

800M exeHepenbHblXx nonb3oBaTenen ChatGPT

50% BCcero BeHYypHoOro kKanutana Mupa — B Al

BpeT Teiinop (OpenAl): «Y Hac Toxe Ny3bipb»

KaccoBbii Bonpoc: 3amMeHUT nu AI-yaT nporpaMMMcTOB?



YacTb nepBas

Hy>kHBI 711 BOOOIIIE YaThI!

30 j1eT OUTBBI 4aTOB ¢ (paitnamu



3JTOoT

1961 —
1973 —
1985 —
1997 —
2022 —

Kaxngbin

BOMNPOC 3ajaBajin pPaHblie

«HTepaKTUBHbIe TepMUHanbl 3aMeHAT MNakKeTHYH 06paboTKy!»
«XnBass cpepa LISP 3ameHuT daunbi!»

«JKCMepTHble CUCTEMbl 3aMeHAT cneuumanncTtoB!»
«UML-puarpamMMmbl 3aMeHAT Kona!»

«ChatGPT 3ameHuT nporpaMMmmcToB!»

pa3 — ¢aunbel N pa6boTta nwaen Hap HUMM nobexpanwu.



Unkn 1

lepBbIN «4aT» B MCTOpPUMN

1961 — 1972



OJo 1961: KoMnblTEp pa3MepoM C AOM

ENIAC (1945): 27 TOHH, 174 KBT

fporpaMMnpoBaHNe = nepeKoMMyTauusa NpoBoAoB

MepdokapTbl: npobun - cpan onepaTopy - XAEWb Yachl

Ownbka = NOBTOPUTb BECb LUUKII

fporpaMMnUcT He BUAUT KOMMbOTEp.



GE-645 SYSTEM
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1961: CTSS — nepsBbil gnanorosbil MHTEepdenc

Fernando Corbato, MIT. IBM 7094.

HeckonbKo nonb3oBaTeneil 0QHOBPEMEHHO.
leyaTaewb KoOMaHAOy - nonyvyaewb oTBeT. Cpasy.

«Man-Computer Symbiosis»
— Licklider, 1960

NMHTepaKTnBHbIe Mosib30BaTeNln paboTann Ha NOPAAOK MNMPOAYKTUBHee.
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1966: ELIZA — nepsBbin 4yaT-60T

Joseph Weizenbaum, MIT. ~200 npasun.

fporpaMma nNpuKKUabBaeTCA MNCUXOTEpaneBTOM.

YncToin pattern-matching. HuKakoro «noHuMMaHua».

Ho cekpeTapb BelueHbayma nonpocuna ero
BbINTU N3 KOMHAaTbl —
4yTOobbl noroeopuTb ¢ ELIZA npuBaTHO.

(Bo3MOXHO, aHeKOOoT — HO MoKa3aTesibHbli. )

14



E.LILZ.A. Talking

EEEEE LL Il 222 AAAAAAA
EE LL II 22 AR AR
EEEEEE LLLLLL TIIIl 2222222 AA AA

ELI2A is a mock (Rogerian) psychotherapist,

The original program was described by Joseph Weizenbaum in 1966.
This implementation ("elizabot.js") by MWorbert Landsteiner 20085,
Graphics and real-time text to speech imtegration added in 2013,

#ss% Type or <lick the microphone-button below for voice input, ##ss

ELIZA: Flease tell me what's been bothering you.
You: I feel lonely

ELIZA: Do you enjoy feeling lonely ?

You: Ho I dont

ELIZA: Does that trouble you ?

fou: Yes, 5ting agrees with me. 5S¢ lonely.
ELIZA: You are sure.

You: But [ just can't convince myself

ELIZA: That's quite interesting.

You: I couldnt live with noone else

ELIZA: Are you thinking of a very special person ?
You:




PasBa3ska: Unix, C n «Bce ecTb ¢ann»

Thompson n Ritchie yxopaT m3 Multics.
CospawT Unix Ha PDP-7.

Ounocopua: «Bceé ecTb dann»

e ed (1969) - vi (1976) — ¢annoBble pepaKToOpPb
e C (1972) — ¢GannoBbil A3blK: pefakTUpyn - KOMAUNUPYW - 3anyckam
e Pipe, TeKcToOBble MOTOKWU, KOHQUI-(dalmbl

GannoBbi noaxon onpepenun cneaywume 50 ner.

16



Unkn 2

Bypyuiee, KoTopoe He ciayyunochb

1973 — 1983

17



Interlisp-D: IDE u3 6ypayuero

Xerox PARC. Teitelman & Bobrow.

DWIM — Do What I Mean (aBToucnpaBieHue)

Structure-aware editing

Live debugging — oTnagka npsaMo B paboTawwen nporpaMme

lporpamMmma — He dann, a XMBOW O6BEKT B MaAMATMU

B HekoTopbix acnektax — npogBuHyTee Claude Code 2025 ropa.

HeyTo nopo6Hoe: JetBrains MPS (ucnonb3yeTcs Ong uccnenoBaHWin M Ha 3aBojax)

18



B-Jan-2RZ21

Wedley 3.5 Full Sysout

Filg created l4=-Jan=2821 21:56:108
SIMPLE-IMITCOME
Hi.

3

IR - Fun

!
]
1]

I

IRM Top

.

{03k} Usersrjackrsrcomedley>ygreetf iles» TIMPLE-INIT. ;3

i Definitic

7

User jack Plk.g HCL-USER:  Redtbl XCL

4, Manipulatian, and Evaluat
Backaround and Acknawledgemenks
Introduction

Litatoims

Lists

Strings

Arays

Hash Arrays

Mumbers and avithrnetic Functions
Record Package

Conditionals and terative Statements
Functior Definifion. Manipulation, and Evaluation
Yariable Bindings and the Interlisp Stack
Miscellaneous

Inkerlisp Executive

T~ Eriars and Broaks

Eraaking, Tracing, and Advising
List Structure Editar

Fitle Package

Compiler

Masterscope

DWW Ik

CLISP

Performsance |s3ues

Pracezses

I|‘.I Strearns and Files

InputsOutput Funckions
Uzer nput/Output Packages
Graphics Output Operations
Windows and Menus
Hardcopy Facilities

Termimal Imput OutpLe
Ethernet

Tty EXEC Dir <Users*jacksr on {D3K} Y8lern 173 Tiwe 16-Jan—2071 27143

Maode: Function Gefinition, Manipulation, and Evaluation
Top! RN Top

Parent! |RM Top

Previous! Defining Mew Iterative Statement Operators
Mext! Function Types

Display: Hpaay Menu {4 Histary

Find! Lookup!

10. FUNCTION DEFINITION,
MANIPULATION, AND EVALUATION

The Interlizp programming systeon is designed to help the user
define and debug fundtions, Oeveloping an applications
program in Interlisp inveives defining a rumber of functions in
terms of the systam primitives and other yser-defined functions,
Onee defined, the vier's functions may be referenced axactly
like Interlizp prisnitive functions_so the prograruming process
can beviewed as extending the Interlizp lznguage wirdude the
required functionalive.

Functions are deFined with a list expressions known as an " expr
definition," An expr deFinition specifies if the function ha: 3
fived or wariable number of arguments, whether these
arguments are evaluated ormot, the funclion argumentnames,
and a serias of fForms which define the behavior of the Funciion.
Far 2xample:

(LAMEBDA [ ¥] [(PRINT ] (PRIHT V)

A function defined with this expr definftion woald have two




[ *x Welcome to the Claude Code research preview!

» Login successful. Press Enter to continue



Smalltalk: Bcd nporpamMMa — XuBas

Alan Kay, Dan Ingalls. Xerox Alto.

Image-based: Bca nporpaMma — XWBOW 06pa3 B MaMATH.

HeT daunoB. HeT kKomnunauum. Bcé€ — npaAmMo cenyac.

BooxHoBun Macintosh.

Ho: HeT KOHTpONa Bepcuil, HeT COBMECTHOI paboTbl.

21



Fullscreen

ClassDefinition XER X - Leamning Research Group
SystemOrganization i ClassOrganization COTPREct: O
'Ketnel Classes' ‘all’ This is a resurrected version of the

'Numbers' start g finish! Smalltalk-78 system running on the Notetaker
Basic Data StructureqParagra Menu messages computer in 1979,

h
'Sers and Dictionaries Remtegaragmph 'accessing'

'Graphical Objects'  |StyleSheet ‘coloring' Lended from the original, mainly
WTWC rams ‘editing keys' g (the Notetaker never went
L Windows . (Mo), and by restoring features
IPcmzs_a,nfd, henus enaracter shapes jk—76 that Were stripped out 1o
ICom iler , ‘indicating taker's limited hardware. Other
NoteTaker Classes copying been added to take advantage of
compRect: T Hetm maching speeds.
["Reverse the rectangle r from white to black as part of a selection” )

) intersect: window) comp. En D‘g',! .

BV A LT A A LTI N A R SR Pk T Dan, Ted, Yoshiki, Alan

2014

100 factorial
factorial/99 factorial

To recreate my change to text selection, first execute "Rectangle fromuser
omp." a few times to see how simple black /white complement works.

'Text Objects'/ Textimage/ 'selecting' / complerrwmgmm:m: and observe

hat it calls compRect: to complement the three parts of any selection.
Then browse to compRect:, and below the ling:

({r intersect: frame) intersect: window) comp.
add another that complements a second offset rectangle:

(( {r copy translate: 1@ 1) intersect: frame) intersect: window) comp.
The circle dot 15 infix t0 make an x-y poing; it's typed as an ar-sign.
You can just copy the whole ling from here.
Choose 'compile' from the edit menu - poof - selections are now outlined!

Change the offset to 2®2 to look even better. Note how long it takes to
ecompile this change to the heart of the system.

Load image ‘ Step b | ‘ Running © Free oops: 18014




Pa3Bsa3ka: $100K vs $49.99

LISP-mMawunHa
$100 000
CneunannsnpoBaHHas
XnBas cpepa

~10 000 npomaHo

IBM PC + Turbo Pascal
$1 565 + $49.99
YHnBepcanbHas

Edit - compile - run

600 000 3a 3 ropa

Byayuee npourpano HacTosdwemy.

Qannbi: 2, Yat: O.

23



Hnkn 3

«3aMeHnM nporpaMMMCTOB AMarpamMmMamim»

UML - 1997 — 2016

24



LOMv1.0 schema

¢

0.* —
Resource 0.1 7 Relation — 9.Classification IH
Description[0.."] : Langstring Kind[0..1] : State 0..* g [P)grs?:?iﬁi[c?ﬁ-[g..- 1?t:aLt2ngstring
8.Annotation Keyword[0..*] : Langstring
Entity[0..1] : CharacterString 0.*
Date[0..1] : DateTime TaxonPath o Taxon
Description[0..1] : Langstring - . —1d[0..1] : CharacterString
Sourcef0..1] : Langstring Entry[0..1] : Langstring
0..1 0.1 0.1 0..1 0. 0..1
1.General 2.Lifecycle 4.Technical 5.Educational 6.Rights

Title[0..1] : Langstring

Language[0..*] : CharacterString

Description[0..*] : Langstring
Keyword[0..*] : Langstring
Coveragel[0..*] : Langstring
Structure[1] : State

Aggregation Level[1] : Enumerated

¢

Version[0..1] : Langstring
Status[0..1] : State

[

3.Meta-Metadata

MetadataSchema[0..1] : CharacterString

0.*

Identifier

Catalog[0..1] : Langstring
Entry[0..1] : Langstring

0..* 0.*

Format[0..*] : CharacterString

Size[0..1] : CharacterString

Location[0..”] : CharacterString
InstallationRemarks[0..*] : Langstring
OtherPlatformRequirements[0..*] : Langstring
Duration[0..1] : Duration

]

Requirement

oY

Contribute

OrComposite

Role[0..1] : State
Entity[0..*] : CharacterString
Date[0..1] : DateTime

Type[0..1] : State

Name[0..1] : State
MinimumVersion[0..1] : CharacterString
MaximumVersion[0..1] : CharacterString

InteractivityType[0..1] : State
LearningResourceType[0..*] : State
InteractivityLevel[0..1] : Enumerated

Cost[0..1] : State
Copyright and oth. restrictions[0..1] : State
Description[0..1] : Langstring

SemanticDensity[0..1] : Enumerated
IntendedEndUserRole[0..*] : State
Context[0..] : State
TypicalAgeRange|0..*] : Langstring
Difficulty[0..1] : Enumerated
TypicalLearningTime[0..1] : Duration
Description[0..*] : Langstring
Language[0..*] : CharacterString




UML + MDA: «Mopenb 3TO Koa»

IBM kynun Rational 3a $2.1B (2003)

e 14 TNoB Amarpamm
e ObewaHne: pucyewb gunarpammy - nonydyaewb Kopf

e OcBontb UML cnoxHee, 4eMm HanucaTb Kof, KOT0pbll7| OH MNpu3BaH 3aMEHWUNTb

CreHepupoBaHHbLIN KOO, — pPa3fyTbii, HEWAWOMATWUYHLIN, HENOAOEPXKUBAEMbIN .

26



Agile y6uBaet UML
2001, Snowbird, WTa. 17 npakTUKOB.
«PaboTawuyny copT BaXHeEe uCYEeprnsiBawlWen LOKYMEeHTaunu.»

Martin Fowler — aBTop UML Distilled — cpepn nognncaBumnx.

2016: Visual Studio ybupaeT noppgepxky UML.

27



YepHoe 3epKano

UML (1997) AI Chat (2022)
3aMeHUM Kopf puarpammaMmm 3aMeHUM Kojf npomMnTamu
Mopenb 3To Kop lMpoMnT 3TO KoOpA

CreHepupoBaHHbI KOO — HenopgaepxuBaembli CreHepupoBaHHbIN Kog — ?

MocnepHaAsa MUNG — KoA MUWETCH BPYYHYW MocnegHaa MUNA — KOO MUWETCH BPYYHYH?

06a HeoooOLEHWBAKWT CHMOXHOCTb peasibHOro co¢Ta.

28



Hukn 4

OTpaxeHne 2025 ropa

JkcnepTHble cucTembl - 1981 — 1993

29



BACKWARD CHAINING

GNRAL:! HMake $20.00

RULE: If the lawn is shaggy and
the car is dirty and you mow
the lawn and wash the car,
then Dad will give you $20.00

——]

Does the lawn Dces the car need
need mowing? washing?

l

Do you have a mecwer?
hose? bucket? rags?
i
e S—————— et et w .
v v ¥
gas? electric? push?

**»*» The inference engine will test each rule or ask the
user for additional information.



JkcnepTHbie cucTembl: xamn 1980-x

DENDRAL, MYCIN, R1/XCON
DEC akoHoMuUT $40M/ropg c R1/XCON
$1B+/rog mHBecTUUMiA K 1985

«HoBble AI-KOMMaHUM — MO OOHOW B Hedenw»

AnoHua: Fifth Generation Computer, $850M

sl



Kpax 3a oguH rop

1987: PbiHOK LISP-MallnH YHWYTOXEH 3a oauH ropf.

e 300+ AI-KOMNaHWM 3aKpbINOCH
e Symbolics — 6aHKpOT
e lleHK 1 MuHCcKU npepynpexpann ewé B 1984

Oxek lWsapu (DARPA):

«3T0 NPOCTO XUTPOE MPOorpaMMUpPoOBaHNe . »

2



[Napannenwu

NHBeCcTULMNN
O6bewaHune

PeanbHbl pe3synbTaTt
XpynKocTb

NoBepue 4

1985
$1B+/rop
AI 3aMeHuUT 3KCcnepToB
JKOHOMUSA B HuUwWwax
He ob6obuwaeT

MUHCKUNM : «xann»

2025
$200B+/rop
AI 3aMeHWT nNporpaMMncCTOB
JKOHOMUS B HuUWwaX
[annwounHaummn

S0: 70% - 60%

55



Mexay uunknaMmu

Tpn nobeabpl ¢amnoB, O KOTOPbIX 3abbiBawT

34



Tpn «Tuxme» nobeppl

GUI (1984 -» 1995)

Macintosh, Windows 95. Camas mMaccoBas WHTepPaKTWBHAS PEBOMHLUSA.
Ho meTadopa paboyero ctona — 3TO nankm m daunbl.

Save As. Drag-and-drop. GUI = Busyanusauus ¢annos.

Cortana Chat B Windows 11 He B3neTen.

Be6 (1993 - ceropgHs)
YeTBEPTHIN Benukuii nHtepoeric. HTML/CSS/JS — dannbl.
URL — apgpec pecypca. HTTP GET — «pman daunn».

B Chromium Developer Tools 3KCnepuMeHTUPYWT, a He NUuyT B nNpoj.

Jupyter (Python, 2014) u Zeppelin (Scala, 2015)

10M Jupyter-HoyTbykoB Ha GitHub. Ho cTaHpapTHbn workflow:
«Nccnepyn B notebook -» nepeHecu B .py daunsbl.»

OyeHb MepfieHHbI Nporpecc.

35



TeKywun LUuKn

Al-peBonioUnNA B peajibHOM BpPeMeHW’

2022 — 2025

36



ChatGPT: Optimizing
Language Models
for Dialogue

e e toeiveed 8 Pl bl CRatGRT P
i & sodatone - i —
v S Bk Rareat
oy
& openai.com

P shbartages 1o prent: B PRI ¢ '
et . el et - Try ChatGPT» Learn more >
e nBHg et G et 0P
Tibiowe a0 1T e B 1 3 GRPRRE vl Grai @ODEHAI API
RESEARCH
BLOG

ABOUT

ChatGPT: Optimizing
S Language Models
o for Dialogue

interactsin a conversationa

format makes it possi
tions, admit its

answer followup ques
t premises, and

mistakes, challenge incorrec
: e e DINSDIPY isa .



Directed by
ROBERT B. WEIDE



ChatGPT: BocbMOM «4aT»

Hoabpb 2022. 100M nonb3oBaTenen 3a 2 Mecsua.

BocbMaa mTepauna TOro Xe naTTepHa:

CTSS » ELIZA - MS-DOS - VB/Delphi -
» Jupyter » ChatGPT

HoBenwmin «4aToBbIN» UHTepdenc computing.
A panbue?

5%



Qannbl KOHTpPaATaKYywT

Copilot (2021) - Cursor (2023)
AI uwHTerpupoBaH B ¢annosbie IDE.
Cursor: $1B ARR. AI-first, Ho ¢aiinosblii.

Claude Code / Codex CLI

TepMuHanbHble areHTbl. YuTawT n nuwyT annol.

CLAUDE.md — KOHOUr 4epe3 markdown-daunn.

Kiro (AWS, 2025)

requirements.md - design.md -» tasks.md - kop
AI-peBonwuna nopoguna MHCTPYMEHT,
reHepupywowuin cneuyndmkaumm B ¢annax.

40



Git — ¢oumHanNbHLIN aprymeHT

Linus Torvalds, 2005. Distributed VCS.

diff — TonbKo gna ¢aunnos

merge — TONIbKO AN9 ¢annos
branch — TONbKO Ana ¢annos
code review — TONbKO Angd ¢annos

Git He paboTaeT c 4aT-ceccuamu,
REPL-ucTopusaMnu wnnm XuBbiMhW obpasamu.

KoHTponb Bepcuil — CTPYKTYpPHOE npeunMylecTBo ¢anos.

41



Git He pa6oTaeT ¢ yaT-ceccuamMn?

A ecnn Haumpy?

Thomas Dohmke, cTtapTtan EntireHQ

e $60 MNH B cup payHge c oueHkoil B $300 MnH
e AT-first Git Platform
e Checkpolnts: aBToOMaTuU4YecKoe COXpPaHEHWEe KOHTeKCTa areHtoB B Git

Bcé 3To TOXe ¢aunnbl, XO0Tb W rubpuaHbie

42



Mouemy daunbl nobexpawT. Kaxabin pas.

1. KoHTponb Bepcumn

diff, merge, branch, blame — ToNnbKO TeKCTOBble ¢annbl

2. CoBMecTHaqa paboTa

Code review, pull requests, CI/CD — Tonbko o¢aiinbl

3. BocnponsBoguMoCcTb
Gann Ha mMoel MawuHe = ¢anl Ha Ballel MaluHe

dTn cBONCTBA He 3aBUCAT OT TEXHONOrUn.
OHn paboTtanm B 1972. PaboTawT B 2025.

dann Ha cepBepe

43



8 umknoB. 0AMH naTTepH.

1961
1973
1984
1985
1993
1997
2014
2022

Time-sharing » Unix: «BCEé ecTb ¢daunn»
LISP-mawunHbel » IBM PC + Turbo Pascal
GUI-peBonwuna » Paboynnm cTon = nanku + ¢annsl
Expert Systems » Kpax 3a oguH rop
Be6-6pay3ep - HTML/CSS/JS = oaiinsl

UML: mopenb-kom - Agile: «paboTawwuni codpT»
Jupyter -» «llccneayn -» nepeHecum B .py»
ChatGPT » Cursor, Claude Code, Kiro

44



Bonpoc He «4aT wunu dawnnbi?»

NHTepaKTUBHbIE WHCTPYMEHTH HE YMUPAKWT.
REPL xmB. Jupyter wuB. ChatGPT 6ypeT Xuthb.

Bonpoc: CKONMbKO BpPEMEHW Mbl MCMNOJSIb3YEeM 4YaT, W CKOJIbKO ¢ainbl?

ccnepyn B yaTe.
PaspabaTbhiBan B dpannax.

JdTO He 4YTo-TO HOoBOe, 3To 80 neT 3BonwUUN.

)



YacTb BTOpas

HoBoe€ 1€T0 HCKYCCTBEHHOIO MHTEIIEKTA

Kaxk MbI mormm 10 100% rereparm kona



Hardware — Science — Products — Practices

MaTb BonH Al-peBonwuun B pa3paboTke
OeBpanb 2026



Kackaa: oT Xenesa [o Haweli noBcegHeBHOW paboThl

m Hardware — Xxenes3o onpepenseT rpaHuulbl BO3MOXHOIO

m Science — y4YEHble OCBaMBAaWT HOBble FOPU3OHTHI

m Products — TO, 4TO Bbl MOXeTe cKayaTb W 3anycTUTb

m Practices — Kak Bbl peanbHO W3MEHWNW nopgxon K paboTe

3anepxka kackapga:
4 roga B 2017 » 6 mecsyeB B 2025.
BosiHbI yCKOPSINTCS U MNepPeKpbBawTCS .

48
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Transformer

Attention Is All You Need

Output

Probabilities

1
| Softmax |
i
| Linear |
o ‘I" ™
| Add & Norm Je=
Fead
Forward
’ 1 1 | Add & Norm Je=,
Add & Nom =
dd & Norm ] Mult-Head
Feed Attention
Forward : 3 3 I
N [Add & Norm Je=y
Add ﬁ'N-{;r'n 1 Maskad
Muiti-Head Multi-Head
Attention Attention
.t S
\ J \ p—
P Sihinonal Prcitinral
_ i 1 an an . SILONal
chcouang ¥ Encoding
Input Output
Embedding Embedding
nputs Outputs

shifted r L_]I'h

50



BonHa Tensor Cores

2017 » 2021. YeTbipe roga OoT 4Yuna A0 NpoAyKTa

V100 » Transformer + RLHF -» Copilot » Comment-Driven Dev

Camada OnuHHasa BOJSIHA. YeThipe roga TUWWHBL MeXAYy OTKPbLITUEM U NPOOAYKTOM.

51



m V100: Xenes3o, KOTOpOe 3aXrno WMCKpY

125 TFLOPS pona deep learning. Tensor Cores: MaTpuyHble onepauun 5-12x 6bicTpee

B Transformer: apXmTeKTypa, KoTopasd noébeguna BceX

Self-attention 3ameHdAeT pPeKYpPPEHTHOCTb.
MapannenbHasa o6paboTka Bcel nocnepoBaTenbHocTu. 0(1) mexgy Nw6bHMU MO3ULUAMM

B Tom %e rogy — RLHF foundations (Christiano et al.). Cema, KoTopoe npopacTEéT 4yepe3 5
neT

bez Tensor Cores Transformer ocTasicd 6b aKkageMun4yeckuM KypbEe3oM.
JTO0 nepBbIi rpuMepP Kackaga: Yun [eslaeT HAayKy BO3MOXHOU.

52



Technical preview

Your Al pair prograommer

fetch_pic.js

const fetchNASAPictureOfTheDay = () =>
return fetch('https://api.nasa.gov/planetary/apod?api_key=DEMO_KEY',
method: 'GET',

headers: 1

'Content-Type': 'application/json',
.then(response => response.json())
.then(json

return

&3 Copilot

& GitHub Copilot



m m YeTbipe roga TuwmHol - Copilot

2018-2020: y4deHble paboTaeT, MNPOOYKTOB HeT.

e BERT (2018), GPT-2 (2019), GPT-3 (2020)
e [I[porpaMmMucTbl ewWeé He 3aMeTunu

NoHb 2021 — GitHub Copilot Preview
Codex (GPT-3, pmoobyyeHHbn Ha kope). Mepsbin MaccoBbii AI-accucTeHT pgna Kopa

(o) . o
27A Koga B ¢aunnax reHepupyet AI. 1M+ nonb3oBaTenen 3a rofg

HoBas npakTuka: Comment-Driven Development

KomMmeHTapun ctanum BXOAOM, a He Bbixogom. Hanumwm 4yTto — AI HanuweT Kak

‘ 3agepxka BoNHbl 1: 4 ropa oT Xene3a A0 MNPOAYKTa
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BonHa MacuTaba

2020 - 2023. bonbwe = ny4dywe (NMoka He nepecTano)
A100 -» GPT-3, Scaling Laws, CoT, InstructGPT » ChatGPT -» SO ymupaeT, Prompt Eng, RAG

Scaling is all you need

BonHa, B KOTOpoW Macwtab nopogun 3MepOoXeHTHOCTb
N napapokc: mManeHbkass mopgenb + RLHF ny4dwe, 4yem orpomHass mMopenb
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m A100 » m Scaling Laws + napagokc InstructGPT

A100: 80 I'b HBM2e, 2 Tb/c. GPT-3 (175B) TpeHupoBancd Ha knactepax A100

Scaling Laws (Kaplan et al.): loss = cTeneHHas QYHKUUS OT napaMeTpoB, MAaHHbIX, compute
«3akoH Mypa pna AI»: npenckasyemas oTtpada npu 10x yBenndeHuu

[lapapokc 2022: maneHbKas nobexpaeT 605bliyl

InstructGPT: 1,3B ¢ RLHF no6expaet 175B GPT-3 6e3
Chain-of-Thought (Wei et al.): «Let's think step by step» — KpaTHO ynydwaeT TOYHOCTb

Pre-training scaling paboTaeT, Ho post-training onpegensieT nose3HoOCTb.
H100 c¢ HatusBHbiM FP8 (4x throughput vs A100) pgenaet 3To MacuTabupyeMbiM.
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2014-2020: 2020 Mar-Apr:
SIDW OlQ.ChHE. COVID

jump

decline

2009-2014:
steep growtln

2023|- 2025:;
steep decline

pragmaticengineer.com




m ChatGPT - m Stack Overflow yMumpaeT 3a 24 mecsua

30 HoA6pa 2022 — ChatGPT. Camaqa 6bicTpasa adoption B ucTopum

Stack Overflow

e HOAGPb 2022: 108 563 Bonpocos/Mec
e gHBaApb 2023: 96 377 (-11%)
e feKkabpb 2024: 25 566 (-76,5%)

PNAS Nexus: -25% Kay3anbHoe cHuxeHue. SO: yBonbHeHusa 10% + 28%

OQHOBpPEMEHHO — pOoXOeHue TPEX NpPaKTUK

Prompt Engineering: Indeed: 2 - 144 BakaHcuu/MnH 3a 3 Mecsdua
QLoRA: 65B mopenb Ha opHoM 48GB GPU — «ypaBHuWBaTeNnb»
RAG: 51% enterprise AI. Pinecone $100M, Weaviate $50M

5%
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BonHa 3¢peKTUBHOCTMN

2022 > 2025. He «bonbuwe» — a «KYMHee Mnpu TeX Xe pecypcax»
H100 FP8, MI300X, MXFP4 - MoE, Mamba, KV cache » Cursor, AI IDEs - AI-native IDE, «write

lLess»

BonHa, roe MoE cTana poMuUHUpYWWEWn apXmTekTypou, a Cursor — cambiM 6bicTpbiM SaaS B mcrtopuu
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m MowHoe n appeKTMBHOE Xenes30

H100 FP8 (2022): obydyeHue u inference B MOHWKEHHOW TOYHOCTU 6e3 gerpapaumm. 4x
throughput

MI3EOX (2023): 192 I'b egunHon namaTtu — AMD koHKypupyeT ¢ NVIDIA
MXFP4 (2025): 4-6uTHad KBaHTu3auua. 120B Ha ogHom H100 (90% MMLU)

m MoE: apXuTeKTypHbM OTBeT Ha npob6nemy MacuTaba

Mixtral 8x7B: n3 ~47B napameTpoB paboTtawt ~13B Ha TOKeH
KayecTBO 60nsblioii MOAenn nMpu CTOMMOCTU MasieHbKOW

K 2025: Qwen3-235B (128 akcneptoB, top-8), DeepSeek-V3, Grok-3
ResMoE: 75% cxaTtme. Kaxpaqa frontier-mogenb 2025 — MoE

MapannenobHo: Mamba (SSMs) — 0(n) BMecTo 0(n?). EQWHCTBEHHbIi peanbHblii KOHKYPEHT
Transformer, HO ANd KoAga NoKa He nobepun
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m Cursor: cambin 6bicTpopacTyumun SaaS B mcrtopunu

AI-native IDE — He «nnaruH B IDE», a «AI c¢ IDE Bokpyr»

$1M ARR > $100M ARR 3a ~12 MecsiueB. K 2026: $29,3B Banwauus, $1B+ ARR
1 Munnuapa CTPOK MPUHATOr0 Koda B AeHb. Hu ogHoro pgonnapa Ha MapKeTWHr
Cursor 2.0

Composer model (MoE + RL)
4x 6bicTpee, ~250 T/C
[lo 8 napannesibHbIX areHTOB

[lop, KanoToM

RAG + Merkle tree Ong U3MeHEHUN
Turbopuffer vector DB
CoTHn Tb smbepanHros

Jensen Huang HaszBan Cursor «my favorite enterprise AI service»
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H [I[paKTuKn BONHbI 30PEKTUBHOCTU

«Mvuun MeHblie, peBbli 6onble»

Google: >25% kopa AI-creHepupoBaHo (Pichai, Q3 2024)
46% Kopa y akTuBHbIX Copilot-tw3epoB — AI. Java-pa3paboTyumkum: 61%

Werner Vogels: «Verification debt» — peBbiw AI-Koma cnoxHee, 4YeM CBOEro

AI-native IDE kKak kKaTeropus

Cursor + Windsurf - pecaTku Tbicay nepexonaT. 85% umcnonb3ywT AI daily (JetBrains 2025)

MCP — «USB-C gna AI» (Hos6pb 2024)

Anthropic BbinyckaeT OTKPbITbiN cTaHpaapT. JSON-RPC, BmoxHoBnEH LSP.
[loka Mano KTo 3ameTtun. Ho 4yepes rog — 97M downloads
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BonHa Reasoning

2024 - 2026. «[lyman ponblie, a He 6onble»
B200 FP4, Groq, TPU v6 » TTC, GRPO %, DPO » ol1, R1, Claude Code, Codex -» Vibe Coding,
Agents, AI Review

BonHa, KoTopad nepeBepHyfna napagurmy: reasoning — emergent property us yuctoro RL
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H }ene3o 3pbl MHPepeHca

B200: HaTusHbi FP4, 192 T'b HBM3e, ~2.5x inference/GPU vs H100
Groq LPU: Tonbko inference. SRAM, petepMuHusm. ~300 T/c Llama 70B
TPU v6: 4,7x vs vbe. Google paboTaeT Ha CBOEM Xenese

Inference-xene3o # training-xesneso.
KoHely anoxun «oauH GPU pgnss Bcero».
NVIDIA kynuna Groq 3a $20B (2025)

m Test-Time Compute: nepeBopoT

Llemma-7B + tree search > Llemma-34B Ha MATH
«Jlan mopenu nogymMaTb» BMECTO «cpAenanW moaenb 6onbuwe»

DPO: y6bupaeT reward model -» alignment gnsg komaHg 6e3 ThicaA4 cBoux GPU
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B % GRPO: reasoning BO3HMKaeT N3 HUYEro
DeepSeek-R1-Zero — 4ucthin RL, 6e3 SFT, 6e3 npumMepoB pacCyxmeHuu
ToNbKO cuUrHan «npaBunbHO/HenpaBunbHoO». W reasoning BO3HWK camM

AIME 2024: 15,6% -» 71,0% pass@l. Nature, ceHTa6pb 2025

YTo nogaBunocb 6e3 nporpaMmmmpoBaHund:

e Self-reflection — mopgenb nNpoBepsdeT CBOW Warwu
e Verification — mogenb uweT oOwWWBKM B CBOEM OTBETe

e «Aha moments» — mMogenb nonpaBnseT ceba mid-reasoning

OTkpsiTe ypoBHA «Attention Is A1l You Need».
PaHblie: HYXHbl 4Ye/I0BEYECKUE rPUMEPbl PACCYXOEHUN .
Tenepb: fav CUrHas «BEepPpHO/HEBEPHO» — reasoning BO3HUKHET caM.
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m [IBa nogxoga K areHTHOMY KOAWPOBaHUK

Claude Code

TepMuHanbHbii, in-the-loop

72,7% > 80,9% SWE-bench (Opus 4.5)
90% cBOero kopga nuweT cam

$1B ARR

Codex (OpenAI)

06nayvHbli, async

56,8% SWE-bench Pro (SOTA)
77,3% Terminal-Bench 2.0
10 3apay napannenbHo

0l (2024): nepBas reasoning-mopgenb B npoge. 30 ceK - MPaBUNIbHbIA OTBET
DeepSeek-R1 (open-weight): 7B = 55,5% AIME. Kaxapii MOXeT 3anycTuTb

Copilot: 20M+ w3epoB, 42% pviHka, 1.2M PR/mec uyepe3 coding agent
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m Vibe Coding + Background Agents

«There's a new kind of coding I call 'vibe coding', where you fully give in to the
vibes, embrace exponentials, and forget that the code even exists.»
— Andrej Karpathy, 2 ¢esBpansa 2025. Collins Word of the Year

Y Combinator W25: 25% cTtapTtanoB — 95% AI-kop
Ho 72% npo¢u: «3TO He MOl mMeTOm»

AreHTHoe nporpaMmupoBaHue: penervpym ouyy

«AI peanusyeT ¢n4yn, nNokKa g 3aHAT Apyrum»
3apadya » sandbox » PR. Claude Code + Codex + Copilot Agent

) 0 ")
AI Code Review: 14/0 > 51A 3a 10 mecsqaueB
AI B 1/7 PR. Qodo: 81% ynydweHue KayecTBa
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BonHa Cneundukaunn

2025 - ... TonbKo HadyuMHaeTcH

NVFP4 -» Astrogator, Free Transformer, EvoMAC -» Kiro, Antigravity, Verified GenCode -
Spec-Driven Dev, MCP cTaHpapT, Teams Shrink

BonHa, KoTopas OoTBeYyaeT Ha BOMNPOC: «KakK poBepaTb AI-kopy?»
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H E }ene30 N HayKa o BepupmKauum

NVFP4: 4-bit KV-kew. 50% cokpauweHue namatu -» 50% 6onblie KoHTeKcTa Ha GPU

QuantSpec + ShadowKV + MagicDec » 128K KOHTeKcT ynpaBnsiem
Hayka Bepuoukauun

Mopxon PesynbTaT BepankT

Astrogator (domain-specific) 83% Bepuduxkauua, 92% petekuua PaboTaeT!

CoT+RAG (general) 100% cneku, 58% Bepudpukaumg HepocTaTo4yHO
Fott—avto—formatization 58% — HenpurogHo Tynuk

Free Transformer (Meta): nnauupyet [0 reHepauun. +11% kop Ha 8B
EVOMAC: areHTh nepecTpauBawT cBoW Tononorumw. +26,5% Ha Website

[lyTb K BepunguumnpoBaHHoMy Koay — domain-specific, He general
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m [lpoayKTbl BOJZIHbI cneuupuKauumn

Kiro (AWS)

Spec-driven development
requirements.md » design.md » tasks.md - code
KoHTponb 4epe3 cneunpukauum, He MNPOMMTHI

Antigravity (Google)

Agent-first IDE
Manager View: 5+ napannenbHblX areHToB
ApTedaKTbl + CKPWUHWOTH KaK AOKa3aTesibCTBa

SWE-BENCH VERIFIED

2023 2% » 2025: 75% 37x 3a ABa ropga
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requirements.md U design.md U tasks.mdU X (D eee New Session X + =M X

.kiro > specs > email-opt-in > tasks.md > implementation plan

Great! Now that we have the design approved,
£ Spec: email-opt-in Requirements Design 3 Task List lets create the implementation plan with
specific tasks:

# Implementation Plan (5 Created tasks.md

v Task completed Each task references specific requirements

EARERCrcatepthiciEmailOptinhermicomponent from the requirements document and focuses

- Create a new React component for the email opt-in form with only on coding activities that can be
basic structure

- Implement form UI with input field and submit button

- Add Tailwind CSS styling to match the application design

- _Requirements: 1.1, 1.2, 1.4_ Do the tasks look good?

performed within the development
environment.

L7 Start task
[ ] 2. Implement form validation and state management

MNMove tn the navt nhacea

(‘N .
o Task in progress Ask a question or describe a task ™

[ ] 2.1 Add form state management using React hooks
- Implement state for email input, loading state, success

) (L Auto v Autopilot (1@

state, and error state

- Create handlers for input change and form submission



m [IpakTuUKN BOJIHbI cneyndnkauumn

MCP: cTaHpapT, KOTOPbLIA MPUHANK BCe

Hoa 2024 -» Hoa 2025: 97M+ downloads, 10 000+ cepBepoB

OpenAI, Google, Microsoft. - Linux Foundation

KomaHAabl cxuMmawTcd

Google: 30-60 -» 2-5. Stripe CEO: «Minimum viable team collapsed»
23% nepepacnpepenawT 6ioxeT headcount -» AI tools

Kpusnc mxXyHuopos

Stanford: -20% 3aHATOCTb 22-25 neT. 44%: napawT GyHOAMeHTasbHble HaBbIKY

Prompt Engineer - pofb—yMAPaET

Indeed: 144/mnH - 20-30/MnH. HaBbik: 68% o6yyawT. Ponb: ucyesaeT
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UeHTpanbHbin napapokc: adoption # trust

897%

NCNONb3YNT AI EXEOHEBHO

29%

ONOBEPAKNT PE3YJIbTATAM

667%

«N04YTWM NPABWJIIbBHO, HO HE COBCEM»

Favorability: 77% (2023) - 60% (2025). «Willing but reluctant»
METR RCT: 40 n.n. perception gap

Pa3paboTuynkn pymanu: +20% 6bicTpee. PeanbHoCTb: -19% mMepOsieHHee

Sonar: toil = 23-25% — ¢ AI n 6e3. PaboTa cmecTunacb, He uc4yesna

«AI magnifies the strengths of high-performing organizations
and the dysfunctions of struggling ones.» — DORA 2025
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be3onacHOCTb: LleHa CKOPOCTMU

Package hallucination — «slopsquatting»

19,7% 3aBucumocTeli B AIl-Koge — HecyuwecTBywume naketsl (USENIX 2025)
43% NOBTOPAWNTCA - aTaKywwue pernctpupywtT ¢ malicious code

Ya3BMMOCTMU

40% GPT-kopma c¢ yassumocTamu (Trend Micro). 73% CWE (Georgetown)
CodeRabbit: vibe-coded PR = 1.7x major issues, 2.74x security vulns

[loBepue Ha unppax

SO0 2025: 3% «BbICOKO pAoBepAnT». 75% peBbwAT Kaxabin AI-cHunneT
MCP CVE-2025-6514: 437 000+ cKOMNPOMETUPOBAHHbLIX dev-OKPYXeHUN
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[laTb BOJIH — OAMH KacKap

BonHa 1 TENSOR CORES V100 - Transformer, RLHF -» (4 ropma) - Copilot
BonHa 2 MACWITAB A100 - GPT-3, Scaling -» ChatGPT -» SO ymupaeT
BonHa 3 20OEKTMBHOCTb H100 FP8, MI300X -» MoE, KV - Cursor - Write Less
BonHa 4 REASONING B200, Groq -» GRPO % - Claude Code, Codex - Agents
BonHa 5 BEPUOUKALMA NVFP4 - Astrogator - Kiro, Antigravity - Specs

3agepxka: 4 ropa » 3 rogpa » 2 roga » 1 rog » 6 mec

BonHbl nmepekpbiBawTCA: NATad HauyuMHaeTCHd, KOrga TPeTbd elwe He 3aKoH4Yumnacb

Hardware onpepensiet Bcé.
V100-Transformer. Al100-GPT-3. HI100-MoE. B200-Reasoning. NVFP4-Verification.
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YTo 3a6patb c cobou

1. Kaxpaa BonHa HadunHaeTcs c Xenesa. CneguTte 3a Xene3oM — OHO MNpeackasbiBaeT, Kyja
NONAET HayKa, KakKue nodBATCSH MNPOAYKTbl M NPAaKTUKNW Ha 1-3 ropma Bnepep

2. GRPO — oTkpbiTue ypoBHa Transformer: reasoning BO3HWKaeT U3 4uctoro RL, 6e3 npumepos

3. Tpn 3akoHa MacwTabupoBaHua cxoaaTcsa: pre-training + post-training + inference.
OnTuMyMm — 6anaHc no TPEM OCHAM

4. AL = ycunutenb cnocobHocTen nwaen, a He 3ameHa nwpen. 85% adoption, 29% trust.
PaboTa m3meHusna xapakrtep, He ucyesna. METR: -19% npu owyuweHun +20%

5. byoyuee 3a cneuynpukaunamm + Bepudukaumen. Domain-specific, He general. Spec-driven,
He prompt-driven
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LUuTaTbl, onpependwune MOMEHT

«Forget that the code even exists. I Accept All always.»
— Karpathy. Collins Word of the Year 2025

«AI magnifies the strengths of high-performing organizations
and the dysfunctions of struggling ones.»
— Google DORA 2025

«A specification is a kind of (version controlled, human-readable) super prompt.»
— Marc Brooker, Amazon

«Programming without these tools just feels primitive.»
— Armando Solar-Lezama, MIT CSAIL
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Ypokn (ropbkue)



Ypokn: BonHa Menesa

e KayecTBO pe3ynbTaTa 3aBUCUT He TOJIbKO OT TBOEro HaBblka, HO W OT WHCTPYMEHTOB

e HeT MHCTPYMEHTOB W Xefle3a - HUYero He MOXellb cpoenaTb, W 3TO HOPMasbHO
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Ypokn: BonHa MacwTtaba - [y6nn4yHbie cepBUCH

e Claude Sonnet u Opus, Tapud Max x20 - 200$ B mecsu (API popoxe)
e Grok Super Heavy - 300$ B mecsau
e GigaChat Max - 9 750 P 3a 15 munnuoHoB TokeHoB no API

e Jlnbbie cpencTtBa Onga noHwkeHuss ctoummocTtu!!!
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Ypokn: BonHa MacwTaba - JlokasibHOoe Xene3o

KpUHX
e CKopocTb WUHpepeHca Ha CPU - 1-3 ToKeHa B CeKyHAOy, 3TO HEBbIHOCKMO

e RTX 4090/5090 cToaT 200+ TbicAY pybnel, onacHOoCTb pacniaBUTb NUTaHue

e CTapbie Tesla (K80, P100) - oyeHb mano VRAM, He noppepxuBawT FP16, a GGUF/1lama.cpp
paboTaeT Ha AgekBaHTu3sauum B FP32, npupgeTtcd cTpouTb Uenbii gataueHTp (MUHUMYM 40 KapT)

85






Ypokn: BonHa MacwTaba - JlokasibHoe Xene3o

[oporo-6oraTo

e Cobepem Bcé Ha Exo + Mac!https://github.com/exo-explore/exo
o MoE mMopenn napannendrtcd Xxyxe, 4em densed — Xenesa Hago 6onbue

Makcumym VRAM B MacMini

2-TepabanTHbM MaccuB u3 Mac Studio cTtouT OKosio 10 MunanoHoB pyb6nen

AHanorunyHbeli cetan Ha Nvidia/B200 cTtouT 40+ MunnumoHoB £, He HanpgéTte B npopaxe

Jlobble cpepocTBa ONnsg NOHWXKeHUA cTtommocTu!!!

o MoE, QLoRA, RAG...
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https://github.com/exo-explore/exo

[naBHbIN CNOCO6 3KOHOMUTb

He cTpounTe cBOW AOOMAWHWUWA JaTaLEHTP

lonpocute pa6oTogaTenss KynuTb YYETKW N Xene3o

B AI-komnaHuax (Anthropic, OpenAI, GitVerse) y cCOTPYAHWKOB HET NMUMWTOB Ha TOKEHbl Mpu
NCNONb30BaHNN CBOWUX COBCTBEHHbIX WHCTPYMEHTOB
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MacwTab TpebyeT pocTa, pPoCT TpebyeT CKMAOK!

e Tapudol Claude m Grok - OOTaUMOHHbIE
e CUrsor peweBbli, HO CTAHOBUTCHA BCE [O0OpOXe

e GigaCode nokKa 6ecnnaTHbIN
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Ypokn: BonHa 3PPeKTMBHOCTM

Knw4yeBoe: Bblbop nNpaBUSibHbIX WHCTPYMEHTOB

ToYHbIN Nopgbop Momenu

ToYyHbI Nnopgbop xenesa

TOYHbIN Nnogbop MeToAonorunu
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Ypoku: BonHa Reasoning

Tonbko Reasoning u Extended Thinking

TOYHbLIN NoAb6op areHTHOro TYJMHra

To4HbIN Nopbop mMopgenu

Banbkog ona KacToMHbiX 3apgady human-in-the-Tloop

Background Agents png macwTtabHbX 3apaud
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Ypoku: BonHa Cneundpunkauunn

Spec-First: cneundmkKauum nNUWYTCH pPaHblle Kopga

Closed-Loop-Specs: cneuynomkauum obHOBMAKNTCHA aBTOMATUYECKU

Specs + Skills, oba BMecTe, a He 4YTO-TO OfHO

icnonb3oBaHWe o4YeHb KOHKPeTHbIX MHCTpyMeHToB (Kiro, Antigravity, GigaCode Agents,
etc)
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[[naBHbIN YPOK:

[loBepsaATb HenpoceTsaAM Henb3d

(Ho npupéTcsa)

2%



I BOT KOrga y Hac eCcTb Ha BCE 3TO pecypchl,
NMHCTPYMEHTbl N MPaKTUKW, Korga Mbl ymeem
paboTaTb B cuUTyauunm HeonpepeneHHocTtn — 100%
reHepauna koga WM Bo3MoOXHa.
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100% aBToOMaTM4YecKada reHepaund kKopa?
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ABTOMaATN4YeCKN =% b6ecrnsiaTHoO

[lo ¢aKTy, O4YeHb poporo
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ABTOMaAaTN4YeCKN =*= HUYEro He HYXHO 3HaATb

OrpoMHbLIN MHCTPYMEHTapun, pacTaHYTbin Ha 80 net 3BonwLUN

W npoponxaeT pacTtu
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ABTOMaTn4YeCcKn == 6e3 y4yacTua 4yenoBeKa

HyXHO nucaTb cneunpmKauunm, cobumpaTtb Xeneso, MHOro BCero

"MporpamMmmmcToB"” MOryT 3aMeHWUTb,

HO nwasaM npupeTcsd paboTaTb 6onblie, a He MeHble
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HoBoe 1eto HCKYCCTBCHHOI'O HHTCIIJICKTA

Products — Practices

B WHCTPYMEHTbHI, @ WHCTPYMEHTH EHAKT TO, KakK pa3paboTymkn mn

POXOAAET OTKPLITUA, O

PLITHS NP

paboTanT Kamablid AeHb. Hawm Ha yBUaNTE "
@ GPU Accel 0 ® ApxwnTe p @ Paccymaenna . Typa @ Bepud una Tb c @ Mna . e s L ® 06e ayanTop
HARDWARE SCIENCE & ENGINEERING PRODUCTS PRACTICES
NVIDIA viee * DEPLOYED Transformer — "Attention Is ALl You Need" * DEPLOYED
I e Tensor Cores. 125 TFLOPS ana rnybokoro obyyexdus. MaTpuuHsie onepau Self-attention 3amMeHseT pexyppeHTHC NapannenskHan o6paboTka A

B 5-12x 6uicTpee.

Bes sToro umna Transformer octancs bs akagemuueckum kypoésom. Tensor Cores
cnenann attention peanuayemsM Wa npakTuke.

e Ti0BbIMA NO3NUNAMK .

OyHpameHT BCero. Kaxpas mogens v Kaxgplii NPOLYKT CTOST Ha 3TOW apXUTEKTYpe.

RLHF Foundations — Christiano et al. © DEPLOYED

SKUX NPEAnoYTeHNi ye

MoCT OT «MOWHOrO ABMKKa» K «NONE3HOMYy WHCTPYMeHTy». Bes RLHF momenn ne
cnenosann Gbl MHCTPYKUMAM.

NVIDIA Al08 - 88 GB HBM2e ® DEPLOYED

A. MIG. 2 TE/e¢ nponyckHoi c

6HOGT

GPT-3 (175B) Tpewuposancs Ha knacTepax A100. Bes 88 b naMaTu MOAENW TaKoro
MacwTaba 6bnu Gbi HEBOIMOXHD .

NVIDIA H108 — FP8 & HBM3 » DEPLOYED

a. Hatuewwit FP8. 5 35 T6/c x throughput

FP8 — KayecTBeHHbl Cka4yok: obydeHve w inference B MOHMKEHHOW TOMHOCTM 63
nerpapauum.

BPT-3 & Scaling Laws — Kaplan et al. * DEPLOYED
i} IEBELE Loss macuTtabup . 3mMepaxeHTHbe
CMOCOGHOCTM NpU MacwTabupoBaHum .

Scaling laws — «3akoH Mypa ans Al». oTaava npu y

mogenn B 10x.

Speculative Decoding * DEPLOYED
aneHbKas MoLenb EHEP KaHaupatos, bonbwas sBep uup’ 1apannenbHo .
Acceptance rate >85%.

2-3x yckopeHue inference 6e3 noTepn KayecTsa.

Chain-of-Thought Prompting — Wei et al. « DEPLOYED

think MPOMEKYTOUHME WArM PACCYKASHUS «

nyuwa
QUHOCTB.

MpocTas MAEs C HENpONOpUMOHAaNbHuM adpexkTom. OyHpaMeHT reasoning.

InstructBPT — RLHF at Scale

InstructGPT nobexnae

* DEPLOYED

3. Post-training: pre-train — SFT -

Maneubkas mofens ¢ RLHF no6expaet orpomuyin 6es.

Transfer Learning — Fine-Tune ® DEPLOYED

o6yd4eHna ¢ Hyna.

: fine-tune pre-trained oue

CuepTs kacTomHbix word embeddings. «MpocTo pO06yum» — HOBbIA CTaHAAPT.

GitHub Copilot (Preview)

Cospan peHok AI-koporeHepauuu. 1M+ nonb3osaTened 3a roa.

* DEPLOYED

Nepebid Maccoeblil AL-acCUCTEHT AN Koaa.

Copilot GA + ChatGPT

C T B GA (

ChatGPT sanyckaetcs (Hos6ps).

PLHOK KOAOreHepauuu B3pbHBaeTes.

» DEPLOYED

AL-aBTOKOMNANT: Nepsas BOJHA # DEPLOYED
Copilot preview: 27% kopa B enabled-dainax renepup AT

HoBblii BOpKGNOy: Hanuuu KoMMeHTapuid — Al ponuwer. Comment-driven
development.

«Cnpocn AI» Bmecto Stack Overflow ® DEPLOYED
ChatGPT (wos 2022): HOBEHHbIi OTBET 6es onp 1a S0: -11% 3a

2 mecsaua.

S0 - ChatGPT. PNAS Nexus: -25% CHWKEHWe akTusHOCTW SO.
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« DEPLOYED

Transformer — "Attention Is All You Need"

Self-attention 3aMeHdAeT pekyppeHTHocTb. lapannenbHasa o6paboTka Bceli
nocnepoBaTencHocT. 0(1) Mexaoy NWELIMW NMO3ULWSAMW.

DyHpaMeHT BCEero.

Attention Is All You Need .~

OpuruHanbHaa ctatba Vaswani et al. (NeurIPS 2017). ApxuTekTypa, W3MEHWBLAR BCE
MAWIMHHOE 0By4YeHue.

The Illustrated Transformer -~

Jay Alammar's BM3yanbHOe 0O6bACHEHWME nydwee BB

The Annotated Transformer .~

] NVIDIA V1B

® GPT-3 & Scaling Laws — Kaplan et al.

° GitHub Copilot (Preview)

Kaxpas mogenb M KakOpl NMPoayKT CTOST Ha 3TON apPXUTEKTYpE.
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Developer-first nnatpopma c Al, )
AOCTYyrNHaaA B obnake

- GETVERSE

A




Cracu0o0. Borpocsr!

GitVerse ¢ WW BHyTpu: https://gitverse.ru

3T cnanppl:
https://oleg.quru/talks/100-percent-generation

HoBoe NeTo WCKYCCTBEHHOro WHTenneKTa:
https://oleg.qguru/ru/timeline

80 neT 60pbbbl YaTa c dannamu:
https://oleg.quru/ru/chat-vs-file

MpoMT Ang mccrnepoBaTenen:
https://gist.github.com/olegchir/c1104526b000be33763b6369d20f0ebc

OcTanbHble ccboinku (Telegram, Twitter...):
https://oleg.guru
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